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Abstract. Based on re-keying techniques by Abdalla, Bellare, and Borst \cite{1,2}, we consider two black-box secure block cipher based symmetric encryption schemes, which we prove secure in the physically observable cryptography model. They are proven side-channel secure against a strong type of adversary that can adaptively choose the leakage function as long as the leaked information is bounded. It turns out that our simple construction is side-channel secure against \textit{all} types of attacks that satisfy some reasonable assumptions. In particular, the security turns out to be negligible in the block cipher’s block size \(n\), for all attacks. We also show that our ideas result in an interesting alternative to the implementation of block ciphers using different logic styles or masking countermeasures.

1 Introduction

Starting in 1996, a new breed of threats against secure systems appeared in the cryptographic community. These threats received the name of side-channel attacks and include attacks that have taken advantage of the timing \cite{3}, power consumption \cite{4}, and even the electromagnetic radiation \cite{5} emitted by cryptographic operations performed by physical devices. As a result, numerous algorithmic measures \cite{6,7} as well as new logic families \cite{8,9} were developed to counteract such attacks. However, it was apparent that (as it is usually the case in cryptography) this was a cat-and-mouse game in which engineers developed solutions and their colleagues found ways to break them. In fact, it has been clear for a while that a more formal manner to analyze the security of side-channels and associated countermeasures needed to be developed. Micali and Reyzin \cite{10} are the first to try to formalize the treatment of side-channels and introduce the model of physically observable cryptography in which attackers can take advantage of the information leaked during the physical execution of an algorithm in a physical device. Subsequent works, most prominently the work of Staadert et al. \cite{11,12,13}, introduced a model in which countermeasures can be fairly evaluated and compared based on the amount of information leaked, from an information theoretical point of view. With these tools at hand, the cryptographic community has started to observe the development of primitives whose leaked information can be bound and thus proven secure in a formal model. Examples include pseudo-random generators \cite{10,14} and stream ciphers \cite{15,16}. Clearly, pseudo-random generators and stream ciphers can be used to encrypt information. Nevertheless, it seems an interesting question to ask whether we can use block ciphers (e.g. AES) in a provable secure manner against side-channel attacks. To our knowledge, there has not been such attempt.

Our Contributions. In this paper, we analyze re-keying techniques studied in \cite{1,2} from a side-channel security point of view\(^3\) using a formal model. Abdalla and Bellare consider\(^4\) two types of re-keying: parallel re-keying where all session keys \(K_i\) are computed directly from a master secret key \(K\) (\(K_i = f(K, i)\) for a suitable function \(f\)) and serial re-keying where each session key \(K_i\) is computed based on the previous key (\(K_i = f(k_{i-1}, 0)\), with \(k_i = f(k_{i-1}, 1)\) for a suitable function \(f\)). For both re-keying mechanisms, executing the block cipher \(E_k(\cdot)\) in

\(^*\) Work done while visiting Philips Research Labs.

\(^3\) We are not aware of any other scientific publication describing similar techniques but it is accepted and mentioned in \cite{1} that re-keying techniques were already part of the "folklore" of security measures used in practice in the year 2000, albeit for reasons other than side-channel security.

\(^4\) Borst \cite{2} considers similar techniques as well as specific instantiations of the constructions based on triple DES, so our treatment is general enough.
the electronic-code-book (ECB) mode of operation yields an IND-CPA (indistinguishable under chosen-plaintext attack) symmetric encryption scheme [17]. The security of these constructions is analyzed in the black-box model in [1]. Although [2] has no formal security analysis of the proposed constructions, he seems to be the first to observe that changing the key used to encrypt frequently, can be an effective countermeasure against side-channel attacks. In this paper, we show that these constructions can be implemented in a way in which we can bound the amount of information leaked by the implementation and, under reasonable assumptions, we prove that this is secure against side-channel attacks following [11, 14, 13] and Pietrzak and Dziembowski [15, 16]. We emphasize that the re-keying techniques [1, 2] naively implemented cannot hope to be proven secure against the side-channel adversary of the Dziembowski and Pietrzak (DzPz) model [15]. In particular, the DzPz adversary is allowed to compute any polynomial-time computable function \( \Lambda \) of the part of the state that is actually accessed during computation (master secret-key \( K \) in our case) with the restriction that the output of the function \( \Lambda \) is bounded to \( \{0, 1\}^\lambda \), where \( \lambda \ll |K| \). Clearly, such adversary can always obtain the whole key in \(|K|/\lambda \) runs of the [1, 2] schemes if the session keys have to be computed during each session by processing the master secret key \( K \). A key observation in this paper is that we can implement the parallel scheme described in [1, 2] by storing pre-computed keys in memory. This implementation strategy, in turn, allows us to prove (side-channel attack) security as unused keys stored in memory do not leak information in the DzPz model [15]. Furthermore, we show that such a solution would compare favorably in terms of area against the alternatives: masking schemes or modified logic styles. In addition, there is the added advantage of not having to work with logic styles and/or implement algorithmic masking schemes, which are complicated and prone to errors if not carefully implemented. To our knowledge, this is the first (non-trivial) use of a block cipher, provable secure against side-channel attacks (from an information theoretic point of view). Admittedly, our solution is not without drawbacks. The most prominent of them being that we have a limited number of possible encryptions (fixed by the number of stored session keys). For certain applications this is not a problem in fact, as shown next.

APPLICATIONS. Consider a coupon scheme where a user buys a certain number of tickets\(^5\) to gain access to some service. One can think of season, ski lift or transport tickets. The protocol idea is depicted in Fig. 1: upon buying the card, it is provided with a tuple of session keys \((K_1, \ldots, K_s)\), and if the user wants to use ticket \(i\), he just uses the \(i\)-th key. To guarantee that the ticket can only be queried once (and not several times to several different readers), one can think of two possible solutions. First, the simplest solution would be to have all readers constantly connected to a single database. The database needs to keep track of the last counter \(i\). If the card makes an authentication request with the same or a lower counter, then access to the service is denied and otherwise the database counter is increased by one. Such solution might work well for season or ski tickets but not for transport tickets where online connection to a database does not seem reasonable to assume. The alternative is to guarantee that the card has a monotonically increasing counter (alternatively a mechanism which erases tuples \((i, K_i)\) once they have been used), which cannot be reset. Notice that we assume that the reader can perform its computations in a secure environment. We believe this to be possible since there are a lot fewer readers and in general, they can be considerably more expensive. Such “assumption” has also been made in [2].

\[ \text{Card (knows } K_i) \quad Y_i = E_{K_i}(R) \quad \text{erase } K_i \quad \text{Reader (knows } K) \quad R \text{ random} \]

compute \( K_i \) from \( \text{ctr } i, Y_i \);
verify \( D_{K_i}(Y_i) = Y_i \)

Fig. 1. An abstract application of our protocol. The box indicates a secure environment, where side-channel attacks are not possible.

\(^5\) For example, Mangard et al. [18, 19] showed that in order to minimize the leakage of the masking countermeasure [6, 7], it is necessary to guarantee glitch-free XOR gates.

\(^6\) Traditionally public key cryptography is used for this type of applications, but the problem can also be solved using symmetric cryptography, as noted by Girault et al. [20].
RELATED WORK. Block ciphers and their use to build symmetric encryption schemes have been studied by Bellare et al. in \cite{bellare1996}. Liskov et al. \cite{liskov2004} formalized the notion of a tweakable block cipher, on which our construction is based. Observe that we have abused the idea of a tweakable block cipher since we do not comply with the efficiency requirement put forth in \cite{liskov2004}. Other tweakable cipher constructions are considered in \cite{ma2006,micali2004,shamir2003} but none of them consider the issue of side-channel resistance. Moreover, all of the constructions use the same key in both calls to the block cipher. We have already mentioned the treatment of re-keying techniques by Abdalla and Bellare \cite{abdalla2005} and Borst \cite{borst2005}. Regarding leakage-proof constructions, we are aware of two parallel lines of research, which originated from the work of Micali and Reyzin \cite{micali2005}. The information theoretic based analysis of Petit et al. \cite{petit2007}, who built a pseudo-random generator, and the somewhat more theoretical framework of \cite{standaert2008, standaert2009}. These last works focus on the construction of leakage-resilient stream ciphers. Standaert et al. \cite{standaert2009,standaert2008} introduced an information theoretical model in which to analyze and compare side-channel countermeasures. Macé et al. \cite{mace2008} have evaluated and compared different logic families using the framework introduced in \cite{standaert2008}.

OVERVIEW. Mathematical preliminaries and definitions are introduced in Sect. 2. A tweakable block cipher construction and its induced symmetric encryption scheme are described and discussed in Sect. 3, and its side-channel security analysis. Section 4 considers the issue of side-channel resistance. Moreover, all of the constructions use the same key in both calls to the block cipher. We have already mentioned the treatment of re-keying techniques by Abdalla and Bellare \cite{abdalla2005} and Borst \cite{borst2005}. Regarding leakage-proof constructions, we are aware of two parallel lines of research, which originated from the work of Micali and Reyzin \cite{micali2005}. The information theoretic based analysis of Petit et al. \cite{petit2007}, who built a pseudo-random generator, and the somewhat more theoretical framework of \cite{standaert2008, standaert2009}. These last works focus on the construction of leakage-resilient stream ciphers. Standaert et al. \cite{standaert2009,standaert2008} introduced an information theoretical model in which to analyze and compare side-channel countermeasures. Macé et al. \cite{mace2008} have evaluated and compared different logic families using the framework introduced in \cite{standaert2008}.

2 Preliminaries

NOTATION. By ‘random’ we implicitly mean ‘uniformly randomly and independently distributed’. Moreover, we denote by $z \in_R Z$ the event that $z$ is taken uniformly at random from the set $Z$. For a tuple of $m$ values $(z_1, \ldots, z_m)$ we use the shorthand notation $(z_i)_{i=1}^m$. Adversaries will be denoted by $\mathcal{A}$. The notation $\mathcal{A}(\cdot)$ means that the adversary $\mathcal{A}$ has the ability to query an oracle $O$. If $\mathcal{A}$ plays the role of a distinguisher, his task is given $O_b$ to distinguish between two oracles $O_0$ and $O_1$ and output a value in $\{0,1\}$ corresponding to the correct oracle. If $\mathcal{A}$ does not play the role of a distinguisher, his output is arbitrary, and specified by the context. In any case, the adversary is never allowed to query the oracle twice on the same value. In the context of leakage functions, the notation $F_{n,m}$ will be used, which is defined to be the set of polynomial time computable functions $f : \{0,1\}^n \rightarrow \{0,1\}^m$.

SYMMETRIC PRIMITIVES. A block cipher is a family of maps $E : K \times M \rightarrow M$, which on input of a key $K \in \mathcal{K}$ and a message $M \in \mathcal{M}$, outputs a ciphertext $C = E_K(M)$. A block cipher is said to be secure if for each key $K \in \mathcal{K}$, it is hard for an adversary $\mathcal{A}$ to distinguish between $E_K$ and a random permutation $\Pi$ on $\mathcal{M}$, even allowing $q$ oracle queries (either $E_K$ or $\Pi$) and $t$ computation time. More formally, the security of $E$ for any random permutation $\Pi$ is quantified by \cite{bellare1996}:

$$Adv_E(q,t) = \max_{\mathcal{A} : K \rightarrow \mathcal{K}} \left| Pr(\mathcal{A}_{E_K}(\cdot) = 1) - Pr(\mathcal{A}_{\Pi}(\cdot) = 1) \right|,$$

and $E$ is said to be secure if $Adv_E$ is negligible in the length of the key. It is called ideal if $Adv_E(q,t) = 0$, meaning that $E$ is a random permutation. A tweakable block cipher \cite{liskov2004} is a family of algorithms $\tilde{E} : \mathcal{K} \times T \times M \rightarrow M$. Particularly, in addition to the ordinary inputs, $\tilde{E}$ requires a tweak $T \in \mathcal{T}$. The idea is to hide the deterministic character of the block cipher at the block-cipher level rather than at the modes-of-operation level. In \cite{liskov2004}, it is stated that tweak renewal should be cheaper than key renewal. In this paper, we will relax this requirement and consider our construction as a tweakable block cipher\footnote{The first use of a tweak in combination with a block cipher is due to Schroeppel \cite{schroeppel1979} with his hasty pudding cipher.}. A cryptographic hash function is a function $h : \{0,1\}^* \rightarrow \{0,1\}^n$ that maps messages of arbitrary length to a digest of fixed length $n$. For simplicity, we assume that $h$ is modeled as a random oracle, hence $h$ is seen as a publicly accessible random function. For a $t \in \mathbb{N}$ and a $y \in \{0,1\}^*$, we define $h^t(y)$ to be the value obtained after applying the hash function $t$ times iteratively.

SYMMETRIC ENCRYPTION SCHEMES. Symmetric encryption schemes and their security were studied by Bellare et al. \cite{bellare1996}. We follow their definitions. A symmetric encryption scheme is a tuple of algorithms $(\mathcal{K}_e, \mathcal{E}, \mathcal{D})$, where $\mathcal{K}_e$
is randomized and \( \mathcal{E} \) is either randomized or stateful (updating its state during each execution). For a randomly chosen key \( K \in_R \mathcal{K}_e(k) \) where \( k \) is the security parameter (usual the key size), and on input of a message \( M \), \( \mathcal{E} \) computes ciphertext \( C = \mathcal{E}_K(M) \). Under the same key the decryption function gives \( D_K(C) = D_K(\mathcal{E}_K(M)) = M \).

### 3 Parallel Re-keying Based Block Cipher and Encryption Scheme

We will introduce the first symmetric encryption scheme which we will prove secure against side-channel attacks in Sect. 4. This scheme corresponds to the parallel re-keying scheme in [1, 2] and the black-box security holds similarly. However, to facilitate the proof of side-channel security, we consider the scheme from a tweakable block cipher point of view. We have included an alternative black-box security proof for the encryption scheme in App. A. We will only consider the case where \( K = T = M = \{0, 1\}^n \). The tweakable block cipher \( \bar{E} \) is defined as \( \bar{E} : (K, T, M) \mapsto \bar{E}_K(T)(M) \), where \( E \) is a block cipher. The scheme is depicted in Fig. 2. In our particular application, the tweak \( T \) functions as a counter. Executing the tweakable block cipher \( \bar{E} \) of Fig. 2 in ECB mode results in a secure symmetric cipher [17]. More formally, \( \bar{E} \) can be used to construct the symmetric cipher \( (\mathcal{K}_e, \mathcal{E}, \mathcal{D}) \) as follows. The function \( \mathcal{K}_e \) chooses a key uniformly at random from \( \{0, 1\}^n \). From now on, this function will be omitted in the scheme description. The participant encrypting will maintain a counter, initially set to 0. The message and ciphertext are composed of \( m \) blocks of length \( n \), and \( \mathcal{E} \) and \( \mathcal{D} \) work as follows (following Bellare et al.’s notation [17]):

\[
\begin{align*}
\text{function } \mathcal{E}_K(\text{ctr}, M) & \quad \text{function } \mathcal{D}_K(\text{ctr}, C) \\
\text{for } i = 1, \ldots, m & \quad \text{for } i = 1, \ldots, m \\
C_i = \bar{E}_K(\text{ctr} + i, M_i) & \quad M_i = \bar{D}_K(\text{ctr} + i, C_i) \\
\text{return } (\text{ctr} + m; (\text{ctr}, C_1 \cdots C_m)) & \quad \text{return } M_1 \cdots M_m
\end{align*}
\]

Recall that \( \bar{E}_K(\text{ctr} + i, M_i) = E_{\mathcal{E}_K(\text{ctr} + i)}(M_i) \) by definition. An advantage of the scheme is that encryptions can be done in parallel. Obviously, the counter is not allowed to exceed \( 2^n \). This can be resolved by a master key renewal after \( 2^n \) encryptions. As shown in App. A this encryption scheme is secure [11]. In Sect. 4 side-channel security of the scheme is proven.

### 4 Side-Channel Security of Parallel Re-keying Symmetric Cipher

In this section, side-channel security of the parallel re-keying scheme of Sect. 3 [11, 2] is proven. We consider a model in which during each execution of \( \mathcal{E}_K \) the system might leak information, either about the master key \( K \), a session key \( K_i \), or about the message being encrypted. This leakage is denoted by the function \( \Lambda \), whose input is the current system state. Before we specify this function, we discuss the assumptions needed to specify our model of physical environment. We will later show that in this model the information leakage is only of negligible value to the adversary.

**Assumptions.** We state the assumptions needed to facilitate the side-channel security proof. These were also used in [10, 13, 15, 16]. We stress that all of these assumptions are reasonable, as argued in the following:

1. The amount of information leaked per execution of \( \bar{E} \) is bounded, say of size at most \( \lambda \ll n \) bits. This is an absolute prerequisite. Clearly, if the leakage is \( \lambda \approx n \), the adversary can learn either the whole key or a significant part of the key and then use exhaustive search for the rest.
2. Only memory accessed leaks information. This guarantees that session keys not accessed during an encryption operation do not leak.

3. The messages are assumed to provide at least $H_\infty(M_i) \geq p \gg \lambda$ bits of uncertainty and are independently distributed, unless the adversary is explicitly allowed to adaptively choose the $M_i$'s. Also this assumption is reasonable, indeed if an attacker already knows that the message is a bit (e.g. for voting), and $\lambda = 1$, he can simply take as leakage function the least significant bit. Also, if the messages $M_i$ and $M_{i+1}$ are related by any polynomial time computable function, for $i = 1, \ldots, t = \lceil p/\lambda \rceil$, the adversary can compute $\lambda$ uncertain bits of $M_{i+1}$ in the $i$-th round ($i = 1, \ldots, t$). This assumption becomes relevant when we consider the information leaked about the message.

In addition to these assumptions, we assume that the session keys have been pre-computed, and that this is done for simplicity over the alternatives $[7, 27, 8, 9]$, namely simplicity and cost efficiency. Notice that storing the session keys does not harm the security of the system by assumption 2. For convenience, we will only focus on an adversary eavesdropping encryption executions. This is justified by the fact that decryption is just the inverse of the encryption function, which moreover we assume to be executed in a secure environment. Also, as implied by Thm. 2, it suffices to consider messages of block size $m = 1$. This is no problem due to the independent character of the encryption function: anything an adversary can learn from $q$ executions on $m$ blocks, he could have learned from $qm$ executions on 1 block. Now, given the leakage length $\lambda$, we consider a side-channel adversary $A$ that has $t$ time, and actively eavesdrops the physical data of $q$ executions. This ‘eavesdropping’ is formalized as follows. Recall that $\mathbb{F}_{n,\lambda}$ is the set of polynomial time functions from $\{0,1\}^n$ to $\{0,1\}^\lambda$. Before each encryption operation $i$, $A$ decides on a function $A_i \in \mathbb{F}_{2n,\lambda}$. The system reads its $i$-th key $K_i$ from its memory, and on input $M_i$ it computes and publishes $C_i = E_{K_i}(M_i)$. Moreover, the value $A_i(K_i, M_i)$ is computed (representing the leakage) and sent to the adversary. In some scenarios, $A$ is allowed to adaptively choose the plaintexts $M_i$, in which case the function $A_i$ just works on $\{0,1\}^n$ and the value $A_i(K_i)$ is computed instead. The model is visualized in Fig. 3. From now on, the counter $i$ in the output will be implicit. The scheme will be denoted by $E : \{0,1\}^n \times \mathbb{F}_{2n,\lambda} \times \{0,1\}^n \rightarrow \{0,1\}^n \times \{0,1\}^\lambda$ defined as:

$$E : (M_i, A_i; K_i) \mapsto (E_{K_i}(M_i), A_i(K_i, M_i)).$$

It is clear that the above assumptions justify this representation for the encryption scheme. Indeed, the session keys $K_i$ are pre-computed, so they are stored in memory, and we implemented the leakage in the broadest possible way: it can be any function, as long as its range is included by $\{0,1\}^\lambda$ (similar to $[15,16]$). In the next sections, we will consider the possible attacks the adversary can carry out. Roughly speaking, we will first study in what sense the master key $K$ and the session keys $K_i$ are secure. This is done in Sect. 4.1 and follows the ideas of Standaert et al. $[11,14,13]$. In Sect. 4.2 we additionally consider in what sense the system leaks information about the $M_i$'s.

4.1 Side-Channel Security Against Key Recovery

As usual, the main target of the adversary is to recover the master key $K$, which would imply a complete break of the system. It means that we need to be sure that the master key cannot be recovered using the leakages, but
this is trivial as the keys are pre-computed outcomes of an encryption function. The security of this function also implies that without loss of generality we can assume that the $K_i$’s are uniformly randomly distributed. Secondly, we also need that the session keys $K_i$ are secure, i.e., the leakages do not suffice to recover the session keys $K_i$. Indeed, if the adversary can manage to recover the session key $K_i$, he would be able to decrypt $C_i$. Afterward, we exemplify the results using a particular type of leakage function, namely the well-known Hamming distance. We will consider the strongest possible scenario, that is: the adversary can adaptively choose the messages and in each round he obtains a tuple $(C_i, A_i(K_i))_{i=1}^n$ for adaptively chosen leakage functions $(A_i)_{i=1}^n$.

**Session Key Security.** The question is, what $A_i(K_i)$ tells an adversary about $K_i$, for $i = 1, \ldots, q$. As the session keys are independently distributed, we only need to consider what the adversary learns in that round $i$. In particular, this can be seen as a ‘single query key recovery attack’, where the adversary gets only one shot to recover the key. Notice that Standaert et al. [11, 13] have considered this type of attack as well. Moreover, they argue for the use of two different metrics when analyzing a side-channel attack: (i) an information theoretic metric (in order to measure the maximum total leakage) and (ii) a security metric (to analyze the odds of an adversary). As information theoretic metric they advise to use the mutual information between the key and its leakage: $I(K; A) = H(K) - H(K|A)$, where $H$ is an entropy function. Preferably, $H$ should be the Shannon entropy, rather than the min-entropy, but in case of single query key recovery attacks these are equivalent [13 Sect. 7.3]. For the security metric, they introduce two variants. Following [11 14], we will consider a so-called ‘Bayesian adversary’, that selects the most likely key candidate given the leakage result. More formally, he outputs a guessed key $K_i^\ast = \arg\max_k Pr(K_i = k | A_i(K_i))$. Now, the ‘single query success rate’ of recovering $K_i$ is defined to be\(^9\)

$$SR_{E_i}^{K_i} = \sum_{l \in \{0,1\}^\lambda} Pr(A_i(K_i) = l) \frac{1}{|d_l|} \text{, with } d_l = \{k \mid A_i(k) = l\}. \quad (2)$$

Indeed, if the leakage function equals $l$, the Bayesian adversary considers all key candidates that satisfy $A_i(k) = l$, hence collects the most likely key candidates, and will then take a value from this set. Intuitively, the success rate of recovering $K_i$ is the expectation of the success taken over all possible leakage values $l$. Using this framework, we prove session key security. We only need to prove that the success rate is sufficiently small, as the mutual information between the key and its leakage is $\leq \lambda$ by definition of $A_i$. W.l.o.g. we only prove this for $i = 1$.

**Theorem 1 (Session key security (parallel re-keying)).** Let $A$ be any Bayesian adversary that can query a single tuple $(M_1, A_1) \in \{0,1\}^n \times \mathbb{F}_{n, \lambda}$ to his oracle $E(\cdot, \cdot; K_1)$. Then, the success rate of recovering $K_1$, $SR_{E_i}^{K_1}$ from eqn. (2), is negligible in $n$ for fixed $\lambda$.

**Proof.** For the quantity expressed in (2), we have

$$SR_{E_i}^{K_1} = \sum_{l \in \{0,1\}^\lambda} Pr(A_i(K_1) = l) \frac{1}{|d_l|} = \sum_{l \in \{0,1\}^\lambda} \sum_{d_l \neq 0} Pr(K_1 \in d_l) \frac{1}{|d_l|} = \sum_{d_l \neq 0} \frac{|d_l|}{2^n} \cdot \frac{1}{|d_l|},$$

where the second equality is by definition of $d_l$, and the third since $K_1 \in R \{0,1\}^n$. This value is clearly $\leq \frac{1}{2^{n-\lambda}}$, so is negligible in $n$ (for our $\lambda$). \hfill $\Box$

**Example 1.** As a way of example, we investigate what the above results mean in a concrete scenario. We consider the case where the leakage function is the Hamming weight, following [11]. Then, the outcome of the leakage function $A_i(K_i)$ is in $\{0, \ldots, n\}$. Clearly, we need $\lambda \geq \log(n + 1)$ as is assumed henceforth. Let us re-investigate $SR_{E_i}^{K_1}$ from the proof of Thm. 1. This time, $SR_{E_i}^{K_1}$ equals:

$$SR_{E_i}^{K_1} = \sum_{l \in \{0,1\}^\lambda} \frac{1}{|d_l|} \cdot \frac{|\{l \in \{0,1\}^\lambda | d_l \neq 0\}|}{2^n}.$$

But as $|d_l| \neq 0$ only holds for $l \in \{0, \ldots, n\}$, it follows that $SR_{E_i}^{K_1} = \frac{n+1}{2^n}$ (which is exactly the same result as in [11 Sect. 3.1]).

\(^9\) Note that $K_i^\ast$ need not be unique. In that case, he just randomly selects one.

\(^{10}\) Observe that according to [11 14], this quantity would be $\sum_i \sum_k Pr(A_i(K_i) = l \mid K_i = k) Pr(K_i = k) \frac{1}{2^n}$, which clearly equals (2) by the law of total probability.
4.2 Side-Channel Security of the plaintext values

In Sect. 4.1 we proved that the master key as well as the session keys are protected sufficiently against side-channel attacks. But an adversary can try to do more! In particular, the adversary can try to recover (a significant part of) a message $M_i$ given that he has been provided with the leakage $\Lambda_i(K_i, M_i)$ and the corresponding ciphertext $C_i$. Security against this attack will be proven using the same ideas as in the proof of Thm. 1. In the proof, we make use of the fact that the leakage values as well as the different encryptions are independent. This is due to the fact that the values $(K_i, M_i, K_j, M_j)$ are assumed to be mutually independently distributed, and $A_i$ as well as $E$ only depend on these values. More formally, for any $i$ the target is to recover $M_i$ given $C_i$ and $A_i(K_i, M_i)$.

As the leakages are independent, it follows that we only have to consider it for one $i$, which shows the similarities with the ‘single query key recovery attack’, but now subject to the message. Also now, the mutual information between the message and its leakage is $\leq \lambda$ by definition of $A_i$. Without loss of generality, as the attacker’s target is to recover $M_i$, we assume that $A_i(K_i, M_i) =: A_i(M_i)$ is a function in $M_i$ only. As previously, the success rate is:

$$\text{SR}_{E}^{M_i} = \sum_{l:|d_i|\neq 0} \Pr(A_i(M_i) = l) \frac{1}{|d_i|}, \text{ with } d_i = \{m | A_i(m) = l\}. \ (3)$$

Similarly to Thm. 1, security can be proven, using (3). However, it is trivial that we cannot obtain the same bound, as the message may have entropy $p \leq n$ (ass. 3). Security turns out to be negligible in $p$ instead. In case $p$ is polynomial in $n$, e.g. $p = n/2$, we have negligibility in $n$ anyway.

**Theorem 2 (Plaintext security).** Let $A$ be any Bayesian adversary that can query a single function $A_1 \in \mathbb{F}_{n,\lambda}$ to his oracle $E(M_1;\cdots;K_1)$, for any $M_1$ such that $H_\infty(M_1) \geq p$. Then, the success rate of recovering $M_1$, $\text{SR}_{E}^{M_1}$ from eqn. 3, is negligible in $p$ for fixed $\lambda$.

**Proof.** By the law of total probability, $\Pr(A_1(M_1) = l)$ can be written as

$$\sum_{m\in\{0,1\}^n} \Pr(A_1(M_1) = l | M_1 = m) \Pr(M_1 = m) \leq \frac{1}{2^p} \sum_{m\in\{0,1\}^n} \Pr(A_1(M_1) = l | M_1 = m) = \frac{|d_i|}{2^p},$$

where the inequality holds as $-\log_2 \max_{m} \Pr(M_1 = m) \geq p$ by the definition of $H_\infty$, and by the definition of $d_i$. The final result $\text{SR}_{E}^{M_1} \leq \frac{1}{2^{p+n}}$ is now easily obtained. \qed

5 Serial Re-keying Optimizations

The scheme of Sect. 3 is simple and efficient, but requires the session keys to be pre-computed and stored in memory. By using serial re-keying this problem can be solved as shown in 11, 2. The idea is that now each session key $K_i$ is computed from the previous session key as $K_i = h(K_{i-1})$, where $K_0 := K$ is the master key. However, this approach fails in the model of 15 as an adversary can perform a side-channel attack on the session keys to obtain a future key: 15: the adversary can take $A_i(\cdot) = h^{t+i-1}(\cdot)_{(i-1)\lambda,\ldots,i\lambda-1}$ for $i = 1, \ldots, t$, where $t = \lfloor n/\lambda \rfloor$. This results in the adversary learning $K_{t+1}$ after round $t$, and all future encryptions are broken (note that the scheme is still forward secure as $h$ is one-way). By hashing a counter $r$ (initially 0) along the master key and re-initializing the hash tree after $\alpha$ number of iterations (for a fixed $\alpha \in \mathbb{N}$), this attack can be prevented. This results in the following key scheduling.

$$K_i = \begin{cases} h(K \| r), & \text{if } i = r\alpha + 1 \text{ for some } r \in \mathbb{N}, \\ h(K_{i-1}), & \text{otherwise.} \end{cases} \tag{4}$$

The resulting tweakable block cipher $\tilde{G}$ is depicted in Fig. 3. Its security proof follows a similar argument as Prop. 1 and relies on the security of the hash function. Also this tweakable block cipher results in a symmetric encryption scheme in the ECB mode. We end this section by noticing that the key derivation function does not necessarily have to be a hash function. As shown in 11, 2, there is a variety of possible functions which comply with the basic requirement of one-wayness. Our choice of hash function just makes the security analysis somewhat simpler.
Fig. 4. The tweakable block cipher with serial re-keying. In our application, \( T_i \) functions as a counter.

6 Side-Channel Security of Serial Re-keying Cipher

The scheme of Sect. 5 can be proven secure using the assumptions (model) introduced in Sect. 4. In particular, assumptions 1-3 still apply. For this scheme, we require that the session keys \( K_{r+1} = h(K_r) \) for \( r = 0, 1, \ldots \) are pre-computed in a secure environment, to prevent side-channel attacks on \( K \). Again, the scheme leaks \( K_i \) and \( M_i \), but it can be the case that the adversary can adaptively choose the \( M_i \). In full generality, the side-channel model can be captured by \( \tilde{G} : \{0,1\}^n \times \mathbb{F}_{2n,\lambda} \times \{0,1\}^n \rightarrow \{0,1\}^n \times \{0,1\}^\lambda \) defined as:

\[
\tilde{G} : (M_i, A_i; K_i) \mapsto (E_{K_i}(M_i), A_i(K_i, M_i)).
\]

In fact, \( \tilde{G} \) also outputs \( K_{i+1} \), but as this is output to the buffer only, it is omitted for simplicity. The model is depicted in Fig. 5. An important observation is that now the session keys are related; this gives the adversary more power. As a consequence also the proof of side-channel security differs. As the security proof is similar to the proof in Sect. 4, we only point out the differences. In particular, the proof of plaintext security is exactly the same as before, and we only need to consider security against key recovery.

Fig. 5. One execution in the side-channel model with serial re-keying. Adversary \( A \) may be allowed to choose \( M_i \).

6.1 Side-Channel Security against Key Recovery

Similarly to the scheme of Sect. 3, the master key cannot be recovered as it is never used during actual computation (i.e., the session keys \( K_i \) have been pre-computed and stored in memory). In particular, the master key \( K \) only leaks via the session keys \( K_i \), which computationally hide \( K \) as \( h \) is a one-way function. For the security of the session keys, an important observation is that these are related via a polynomial computable function, which gives the adversary more power. However, the sets \( \{K_{r+1}, \ldots, K_{r+1}\} \) can be considered to be mutually independent, due to the assumed one-wayness of \( h \). Therefore, we only need to consider one such set, which w.l.o.g. is \( \{K_1, \ldots, K_\alpha\} \) (for \( r = 0 \)). Without loss of generality, the adversary can query \( q = \alpha \) times.

The proof follows a similar argument as the proof of Theorem 1, i.e. the maximum success rate of guessing a key \( K_i \) (\( i = 1, \ldots, \alpha \)) is determined. This success rate is denoted by \( SR^{K_i}_{\tilde{G}} \). If an adversary can guess \( K_i \) correctly for some \( i \leq \alpha \), then he also obtains \( K_\alpha \) correctly as \( K_\alpha = h^{\alpha-i}(K_i) \). Therefore, \( SR^{K_i}_{\tilde{G}} \leq SR^{K_\alpha}_{\tilde{G}} \) holds for all \( i \), and it suffices to consider \( SR^{K_\alpha}_{\tilde{G}} \) only. The adversary queries the system \( \alpha \) times, each time on a (possibly different) leakage function \( \Lambda_i \) (for \( i = 1, \ldots, \alpha \)), and he obtains the values \( (\Lambda_i(K_i))_{i=1}^\alpha \). The adversary wants to guess \( K_\alpha \).

\[\text{If } q > \alpha, \text{ the adversary is working with independent sets, which is useless for an adversary focussing on a session key recovery attack. If } q < \alpha \text{ he simply has a smaller chance to success.}\]
Now, \( A \)'s output is the key \( K^*_\alpha = \arg \max_k Pr(K_\alpha = k \mid (A_i(K_i))_{i=1}^n) \). We want to define \( d_1 \), the most likely values to be \( K_\alpha \). Define

\[
e_1 = \{(K_i)_{i=1}^n \mid (A_i(K_i))_{i=1}^n = 1\}.
\]

Clearly, these are all possible key sequences \((K_i)_{i=1}^n\) that could end up with leakage sequence \( 1 \), but our aim is to find the set of most likely key candidates for \( K_\alpha \). As by the one-wayness of \( b \), two different sequences ending with the same \( \alpha \)-th component would imply a collision, we observe that all \( K_\alpha \)'s in \( e_1 \) are different. In other words, we obtain:

\[
d_1 = \{K_\alpha \mid \text{there exists } (K_i)_{i=1}^n \text{ such that } (K_i)_{i=1}^n \in e_1\},
\]

and again the probability of a correct guess given \( 1 \) equals \( 1/|d_1| \). So the success rate of recovering \( K_\alpha \) is, similar to (2):

\[
SR^{K_\alpha}_{G} = \sum_{1 \mid d_1 \neq 0} Pr((A_i(K_i))_{i=1}^n = 1) \frac{1}{|d_1|}.
\]

\[\text{Theorem 3 (Session key security (serial re-keying)). Let } A \text{ be any Bayesian adversary that can query } \alpha \text{ tuples } (M_i, A_i) \in \{0, 1\}^n \times \mathbb{F}_{a,\lambda} \text{ to his oracle } G(\cdot; K_i). \text{ Then, the success rate of recovering } K_\alpha, \ SR^{K_\alpha}_{G} \text{ from eqn. (3), is negligible in } n \text{ for fixed } \lambda \text{ and } \alpha.
\]

\[\text{Proof. For the quantity expressed in (3), we have}
\]

\[
SR^{K_\alpha}_{G} = \sum_{1 \in \{0, 1\}^\lambda \mid |d_1| \neq 0} Pr((A_i(K_i))_{i=1}^n = 1) \frac{1}{|d_1|}
\]

\[
= \sum_{1 \in \{0, 1\}^\lambda \mid |d_1| \neq 0} \sum_{k \in \{0, 1\}^n} Pr((A_i(K_i))_{i=1}^n = 1 \mid K_1 = k)Pr(K_1 = k) \frac{1}{|d_1|} \quad \{\text{law of total probability}\}
\]

\[
= \sum_{1 \in \{0, 1\}^\lambda \mid |d_1| \neq 0} \frac{1}{|d_1|2^n} \sum_{k \in \{0, 1\}^n} Pr((A_i(K_i))_{i=1}^n = 1 \mid K_1 = k) \quad \{\text{generalisation}\}
\]

\[
= \sum_{1 \in \{0, 1\}^\lambda \mid |d_1| \neq 0} \frac{1}{2^n} \quad \{\text{definition of } d_1\}
\]

This value is clearly \( \frac{1}{2^{n-\alpha n}} \), so is negligible in \( n \) (for our \( \alpha \) and \( \lambda \)). \( \square \)

The proof illustrates the importance of smartly choosing \( \alpha \), the depth of the hash before re-initiation. A similar result can be obtained in the parallel re-keying scheme of Sect.\( \ref{sect:parallel} \) when the session keys are used a multiple number of times.

\section{Area Cost Comparison to Alternative Side-Channel Resistant Methodologies}

In this section, we concentrate on the parallel re-keying scheme and what the costs of implementing it would be. The alternative to the presented scheme is to use one of the well-known methodologies to counteract side-channel attacks. We consider both algorithmic solutions as introduced by Blömer et al. \( \ref{sect:algorithmic} \) and later optimized in \( \ref{sect:optimal} \), as well as low level solutions based on dual rail logic, see e.g., \( \ref{sect:dualrail} \)\ref{sect:optimal}. We emphasize that in this section we consider only the area/performance cost of the alternatives. In other words, suppose that your application requires the use of a specific block cipher (e.g., AES), what are the costs of the alternative implementations assuming that they all provide the same level of security. Notice that we are well aware that the options that we are comparing in terms of cost in this section actually provide different levels of security. See Mangard et al. \( \ref{sect:mangard} \)\ref{sect:macé} for attacks on masked implementations and Macé et al. \( \ref{sect:macede} \) have analyzed from an information theory point of view and shown that the amount of information leaked by different logic styles is not the same and it depends heavily on the amount of noise present in the observations made during an attack. For the purposes of this discussion, we ignore these facts having argued and proven the security of our schemes in the previous sections of this paper.
In what follows, we estimate the cost of using an AES-based encryption only design which requires side-channel resistance. We use the masked implementation of [27] for our estimate, together with Akkar and Giraud [30], who describe the overall architecture of a masked AES implementation. Although, [30] focuses in the software implementation of such scheme, the same ideas can be easily implemented in the hardware domain. We compute the estimate this way because we are not aware of any publication describing the costs of a fully masked AES. Thus, in order to implement a masked AES, it is sufficient to duplicate all AES transformations (SubBytes, MixColumns, and ShiftRows). It follows that the cost of implementing masked AES is the cost of the masked SubBytes transformation plus twice the size of the unmasked transformations. We consider a standard datapath with 4 S-boxes where only the S-box (and not the inverse S-box as well is implemented). Clearly the more performance is required the more S-boxes that are needed in parallel and, as a result, the larger the area requirement. Notice also that no overhead is calculated due to the increased complexity of the datapath. Thus, we can see these estimates as good lower bounds. We use the work of Satoh et al. [31] to estimate the cost of a plain (unmasked) AES implementation. We have ignored the cost of the key schedule in all our computations.

Notice that implementing the parallel re-keying scheme, we need to implement a simple unmasked AES implementation and add storage for the session keys $K_i$. In our hypothetical implementation, we just need to store the session keys (no need to erase them) together with a small counter, whose area cost we ignore (probably a 6-bit counter will do for our applications). We parametrize the cost of non-volatile memory via the number of bits needed to store $s$ session keys of size 128-bits. This allows one to choose the cost function that best fits the user application and technology used. Table 1 compares a masked implementation with an unmasked implementation. It is easy to see that for an implementation with 4 S-boxes we have about 100% overhead with a masked implementation. This means we have the area equivalent to a whole AES module for use as session key storage. For example, assume that in our particular standard cell library, 1 ROM cell occupies an area equivalent to one NAND equivalent gate. Here we are being conservative as a simple ROM cell requires only one transistor, whereas a NAND gate requires four. Then, we would have storage for $(5142 - 2529)/(128) = 20$ session keys. This clearly shows that the scheme analyzed in this paper is competitive with the masked methodologies. Notice that this does not consider the added advantages that a simpler design and data path has for the design process (less time for debugging, verification, etc.) and for other important metrics such as power consumption and delay (see [32] for a discussion). We end this section by noticing that the area overhead of different dual-rail logic families has been considered in [8] and ranges from at least twice to as much as 12 times as large, depending on the specific logic family (see [8, 9, 32] for comparisons). Thus, our methodology is also competitive with these alternatives.

### 8 Conclusions

We considered the re-keying techniques described in [1], [2], and proved them secure in the side-channel model following the models introduced in [14], [15]. A drawback of the scheme is that it only offers possibility for a limited number of encryptions, but as shown in Sect. 7 it compares favorably against alternatives like masking schemes or modified logic styles. Yet, it might be interesting to study the possibility of a more general side-channel secure

---

Notice that the implementation of [27] has been found to have a serious flaw in [28] and Canright remarks in [29] that the cost would be significantly higher than predicted. Thus, this is a good “lower bound” on the cost of a masked implementation.
block cipher.
We end by pointing out that given that side-channel countermeasures have to be put in place to guarantee security of an implementation, it is fair to ask (as does Borst [2]) what is the cheapest (in whatever metric) way to deploy such countermeasures: changing the hardware seems very costly, changes in software can be costly as they usually result in large code sizes, changing the encryption algorithm requires years to deploy (the algorithms have to be thoroughly studied by experts and the whole infrastructure needs to be updated to support the new algorithm). The re-keying techniques presented in [1, 2] can be seen as countermeasures at the protocol level. As such, they do not require a change of algorithms or hardware or infrastructure. They involve changes in how keys are managed using standard (well accepted) algorithms. Thus, they appear to be very appealing from a practical point of view [2].
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A Black-box security proof for \((\mathcal{E}, \mathcal{D})\)

Before proving the security of the symmetric encryption scheme of Sect. 3, we introduce the security definitions of tweakable block ciphers and symmetric encryption schemes. Then, we will prove that \(\bar{E}\) is a secure tweakable block cipher in Prop. 1. This proof is based on a standard hybrid argument and is similar to the proof of [21, Thm. 1]. Theorem 4 then shows that this implies that the encryption scheme of Sect. 3 is secure.

The security of a tweakable block cipher is defined similarly as for block ciphers [21]. Let \(\bar{E}\) be a tweakable block cipher. We define \(\bar{\Pi}(\cdot, \cdot)\) to be a family of permutations, such that for each \(T \in T\), \(\bar{\Pi}(T, \cdot)\) is a random permutation on \(\mathcal{M}\). Now, the security of \(\bar{E}\) is quantified by:

\[
\text{Adv}_{\bar{E}}(q, t) = \max_{A, K \in \mathcal{K}} \left| Pr(A^{\bar{E}_K(\cdot)} = 1) - Pr(A^{\bar{\Pi}(\cdot)} = 1) \right|,
\]

and \(\bar{E}\) is said to be secure if \(\text{Adv}_{\bar{E}}\) is negligible in the length of the key.

The security of symmetric encryption schemes has been studied by Bellare et al. [17]. We will adopt the ‘left-or-right indistinguishability under chosen plaintext attacks’ (lor-CPA). Formally, we have an encryption oracle that
for a fixed value $b \in \{0, 1\}$, on input $(M_0, M_1)$ encrypts $M_0$. The security statement says that it is hard for an adversary to find out the value $b$. We define the function $\text{lor} : \mathcal{M}^2 \times \{0, 1\} \to \mathcal{M}$, that on input $(M_0, M_1, b)$ with $|M_0| = |M_1|$ outputs $M_b$. The security of the symmetric encryption scheme is defined by

$$\text{Adv}_{\text{SE}}(k, t, q_e, \mu_e) = \max_A \left| Pr(A^{\text{lor}(\cdot, 1)}(k)) = 1, K \in \mathcal{K}_e(k) - Pr(A^{\text{lor}(\cdot, 0)}(k)) = 1, K \in \mathcal{K}_e(k) \right|,$$

where the adversary has maximum computation time $t$, making at most $q_e$ oracle queries, totally at most $2\mu_e$ bits. The scheme is called secure if the above quantity is negligible in $k$.

We are now ready to prove the security of the scheme of Sect. 3.

**Proposition 1.** Let $E$ be a secure block cipher with security function $\text{Adv}_E$. Then $\bar{E} : (K, T, M) \mapsto E_{K(T)}(M)$ is a secure tweakable block cipher, with security function

$$\text{Adv}_{E}(q, t) \leq \text{Adv}_{\bar{E}}(q, t) + \max_i \text{Adv}_{E}(k_i, t). \quad (7)$$

with the maximum taken over all possible choices $(k_i)_{i=1}^{n_q}$ with $\sum_{i=1}^{n_q} k_i = q$, for some $1 \leq n_q \leq q$.

**Proof.** Let $\text{Adv}_E(q, t)$ be the security function of $E$ and let $A$ be an adversary for $\bar{E}$. Let $K \in \mathcal{K}$ and $\bar{H}$ a random permutation family, so for each $T \in \{0, 1\}^n$, $\bar{H}(T, \cdot)$ is a random permutation on $\{0, 1\}^n$. Our target is to limit

$$\left| Pr(A^{E_{K}(\cdot)}(1) = 1) - Pr(A^{\bar{H}(\cdot)}(1) = 1) \right|,$$

which will be done using a hybrid argument.

(i). Let $H$ be a random permutation on $\mathcal{M}$. Then, if $A$ can distinguish between $E_{K(\cdot)}(\cdot)$ and $E_{H(\cdot)}(\cdot)$, he can distinguish between $E_{K}$ and $H$. So

$$\Xi_0 := \left| Pr(A^{E_{K(\cdot)}(\cdot)}(1) = 1) - Pr(A^{E_{H(\cdot)}(\cdot)}(1) = 1) \right| \leq \text{Adv}_{E}(q, t). \quad (9)$$

(ii). We define a new oracle $Z(\cdot, \cdot)$. It maintains a database $db$ on tuples $(T, M, C)$, whose initial state is $\{\}$. For a query $(T, M)$, it operates as follows: if $(T, *, *) \notin db$, then just take $C_t \in \{0, 1\}^n$. Otherwise, take $C_t \in \{0, 1\}^n$ such that $(T, *, C_t) \notin db$. Output $C_t$ and add $(T, M, C_t)$ to $db$. In other words: ‘If $T_i$ was not queried before, just take a new random $C_i$. Otherwise, simulate the permutation indexed by $T_i$.’

Next, we want to bound $\Xi_1 := \left| Pr(A^{E_{H(\cdot)}(\cdot)}(1) = 1) - Pr(A^{E_{\bar{H}(\cdot)}(\cdot)}(1) = 1) \right|$. Notice that provided $T_i \neq T_j$, the oracle outcomes $C_i, C_j$ are mutually independent for both $E_{H(\cdot)}(\cdot)$ (note that different tweak values imply different keys) and $Z(\cdot, \cdot)$ (by construction). Let $(T_i)^{n_q}_{i=1}$ be a $q$-tuple of tweak values queried by $A$. By independence in case of different tweak values, we can w.l.o.g. assume that

$$(T_1, \ldots, T_q) = \left( \underbrace{T(1), \ldots, T(1)}_{k_1}, \ldots, \underbrace{T(n_q), \ldots, T(n_q)}_{k_{n_q}} \right),$$

for some $n_q, (k_i)^{n_q}_{i=1}$ and different values $(T_i)^{n_q}_{i=1}$. Again by independence, the advantage of the adversary in distinguishing $E_{H(\cdot)}(\cdot)$ from $Z(\cdot, \cdot)$ is at most the sum of the advantages in the ‘sessions’ $i = 1, \ldots, n_q$. But in one such session, the same tweak is always used, which means that the advantage is exactly the advantage of distinguishing $E_{H(T_i)}(\cdot)$ from a random permutation $H_{T_i}$ indexed by $T_i$. Hence, its advantage is upper bounded by $\text{Adv}_{E}(k_i, t)$. Maximized over all possible tweak value tuples, we conclude:

$$\Xi_1 \leq \max \left\{ \sum_{i=1}^{n_q} \text{Adv}_E(k_i, t) \mid 1 \leq n_q \leq q; (k_i)^{n_q}_{i=1} \in \mathbb{N}; \sum_{i=1}^{n_q} k_i = q \right\}. \quad (10)$$

(iii). By construction, for each occurred tweak value, $Z$ initiates a random permutation. So in fact, $Z$ operates exactly as $\bar{H}(\cdot, \cdot)$. Hence:

$$\Xi_2 := \left| Pr(A^{E_{\bar{H}(\cdot)}(\cdot)}(1) = 1) - Pr(A^{E_{\bar{H}(\cdot)}(\cdot)}(1) = 1) \right| = 0. \quad (11)$$

Now, using the hybrid argument, we have $\Xi$ is $\leq \Xi_0 + \Xi_1 + \Xi_2$, due to which (9, 11) imply the upper bound in (7). As this holds for any adversary and any $K$, this completes the proof. \qed
If \( \text{Adv}_E \) is at least linear in \( q \), i.e. \( \text{Adv}_E(q, \cdot) \in \Omega(q) \), the max-term can be upper bounded by \( \text{Adv}_E(q, t) \). However if the adversary is restricted to taking different tweak values only, in particular if \( T_i \) functions as a counter, it is clear from the proof that the upper bound reduces to \( \text{Adv}_E(q, t) + q \text{Adv}_E(1, t) \) (as long as \( q \leq 2^n \)). Not surprisingly, the results are in agreement with [1].

**Theorem 4.** Let \( \tilde{E} \) be a secure tweakable block cipher with security function \( \text{Adv}_{\tilde{E}} \). Then, \((E, D)\) as described above is a secure symmetric encryption scheme. More specifically, for any \( t, q_e \), and \( \mu_e = \min\{qn, n2^n\} \):

\[
\text{Adv}_{\tilde{E}}^{\text{cpa}}(n, t, q_e, \mu_e) \leq 2\text{Adv}_{\tilde{E}}(q, t).
\]

(12)

The formal proof is similar to the security proofs in [17] and it is omitted for brevity. The intuition is to use an adversary for \( E \) as a distinguisher between \( \tilde{E} \) and a random permutation, who has by definition advantage function \( \text{Adv}_{\tilde{E}} \). Clearly \( \text{Adv}_{\tilde{E}}^{\text{cpa}} \) is negligible in \( n \) as \( \text{Adv}_{\tilde{E}} \) is negligible in \( n \) by Prop. 1 (recall that \( K = M = \{0, 1\}^n \)). Following the discussion after Prop. 1 we can bound the security of \((E, D)\) in terms of the basic primitive \( E \) as \( \text{Adv}_{\tilde{E}}^{\text{cpa}}(n, t, q_e, \mu_e) \leq 2\text{Adv}_E(q, t) + 2q \text{Adv}_E(1, t) \).